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Abstract

Logistic regression analysis is one of classification methods which is both most popular and common used. This classifier works well when the class distribution in response variable is balanced. In many real cases, the imbalanced class dataset frequently was found. This problem can affect of being difficult at obtaining a good predictive model for minority class dataset. The prediction accuracy generated will be good for majority class but not for minority class. SMOTEBagging is a combination of SMOTE and Bagging algorithm which is used to solve this problem. The purpose of this study is to create a powerful model at classifying the imbalanced data and to improve the classification performance of weak classifier. This study used credit scoring data which is imbalanced data consisting of 17 explanatory variables involved. The result from this study showed that the sensitivity and AUC value from SMOTEBagging Logistic Regression
(SBLR) model is greater than the sensitivity and AUC value of logistic regression model. Moreover, SMOTEBagging algorithm can increase the accuracy of minority class.
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### 1. Introduction

In many cases of the classification, the common problem is the imbalanced data. Imbalanced dataset occurs when there are one or more classes that dominate the overall dataset as a majority class and the other class which is a rare occurrence as minority class. The problem of imbalanced dataset occurs in many cases of classification, such as the classification of poverty [8], text classification [3], the classification of the success of a student's study [9], medical diagnosis [11], credit scoring [2], etc.

One of classification methods that is popular and often be used is logistic regression. This method works well in classifying when the class distribution of response variables in the dataset is balanced. However, if the dataset used is imbalanced, it will have an impact on the difficulty of getting a good predictive and meaningful model due to the lack of information from the minority class [11]. This standard method will produce a bias toward the classes with a greater number of instances (the majority) because the classifier will tend to predict the majority class data. The minority class will be ignored (treating them as noise), so the observation from the minority class cannot be classified correctly [5].

There are three approach into three groups, there are the algorithm level, the data level, and the cost-sensitive which is a combination of algorithm level and the data level [5]. Chawla et al. [3] introduced SMOTE is a method that was developed based on the concept of oversampling. SMOTE works by generating synthetic samples based k-nearest neighbors. It was expected to handle the weaknesses of undersampling method based that eliminates the important information in the data.

In addition, the ensemble methods can also be used for imbalanced data problem by improving the accuracy of single classifier. This methods combining decisions of several different classifier to output a single class label by voting process.

This study will apply the SMOTEBagging method on the classification of logistic regression model. SMOTEBagging is a combination of SMOTE and ensemble Bagging algorithm, where the SMOTE will be involved in the process of Bagging, generating synthetic samples on data subset from Bootstrap. The data used is the credit scoring from one of bank in Indonesia.
2. Logistic Regression

Logistic regression model is a modeling procedure applied to model the response variable Y that is category based on one or more of the predictor variables X, whether it is a category or continuous [1]. The binary logistic regression model can be formulated as follows:

\[ E(y \mid x) = \pi(x) = \frac{e^{(\beta_0 + \beta_1x_1 + \beta_2x_2 + \ldots + \beta_px_p)}}{1 + e^{(\beta_0 + \beta_1x_1 + \beta_2x_2 + \ldots + \beta_px_p)}} \]

Equivalently, the log odds which is also called the logit, has the linear formula as follows:

\[ \text{logit} [\pi] = \log \left( \frac{\pi(x)}{1 - \pi(x)} \right) = \beta_0 + \beta_1x_1 + \beta_2x_2 + \ldots + \beta_px_p \]

Hosmer and Leme show [7] said that the common fathoming of logistic regression parameter is a maximum probability method. The principle of this method is to maximize the probability of functions.

Parameters significance testing simultaneously performed with the Probability Ratio Test. The Probability Ratio Test can be formulated as follows:

\[ G = -2 \log \left( \frac{l_0}{l_1} \right) = -2 \left[ \log(l_0) - \log(l_1) \right] \]

Where \( l_0 \) is the maximum value of the probability function under \( H_0 \), \( l_1 \) is the maximum value of the probability function under alternative \( H_a \).

The G statistic follows the chi-square distribution with df = p. If using the real level of \( \alpha \), the test criteria is rejected \( H_0 \) if \( G \geq \chi^2_p \) or \( p - \text{value} \leq \alpha \), which means received in other cases [1].

Partial parameters significance testing is performed by the Wald Test. The Wald Test can be formulated as follows:

\[ W = \frac{\hat{\beta}_i}{SE(\hat{\beta}_i)} \]

\( SE(\hat{\beta}_i) \equiv \text{Standard error from } \hat{\beta}_i. \)

3. SMOTE Bagging

SMOTEBagging is a combination of SMOTE and Bagging algorithm. SMOTEBagging involves generation step of synthetic instances during subset construction. [10]. Synthetic Minority Oversampling Technique (SMOTE) is one of the oversampling methods that has been first introduced by Chawla et al. [3]. SMOTE works by generating synthetic data as far as the amount of minority data equivalent to the majority data. Synthetic data is made based on the characteristic of the object and k-nearest neighbor. Bagging is an abbreviation of Bootstrap Aggregating introduced by Breiman (1996) with the purpose to reduce the variance
of predictors. Zhou [12] stated that the basic idea of ensemble method is bootstrap, to generate a new dataset to create a classifier in many versions. The purpose of this combination is to create a powerful model in classifying imbalanced data without sacrificing overall accuracy.

According to SMOTEBagging, each subset is obtained from the Bootstrap process balanced by SMOTE before the modeling. Two parameters need to be decided in SMOTE: k-nearest neighbors and the total number of over-sampling from minority class – N. The total of over-sampling decided as far as amount of majority class and minority class is balance.

4. Performance Measurements

Evaluation of a classification algorithm performance is measured by confusion matrix. Confusion matrix contains information about the actual and the prediction class presented in the following table:

<table>
<thead>
<tr>
<th>Actual</th>
<th>Prediction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive class</td>
<td>True Positive (TP)</td>
</tr>
<tr>
<td>Negative class</td>
<td>False Positive (FP)</td>
</tr>
</tbody>
</table>

Evaluating the results of the classification based on the value of the confusion matrix measured by calculating the value of accuracy, sensitivity, and specificity. The accuracy shows the overall level of accuracy, the sensitivity shows the accuracy in class-i whereas the specificity shows the accuracy in class-j. The classification performance evaluation formula is:

\[
\text{Accuracy} = \frac{TP + TN}{(TP + TN + FP + FN)}
\]

\[
\text{Sensitivity} = \frac{TP}{TP + FN}
\]

\[
\text{Specificity} = \frac{TN}{TN + FP}
\]

The accuracy of classification can also be measured by calculating area under curve (AUC) in Receiver Operating Characteristic (ROC) analysis. According to Fawcett [4] ROC curve illustrates the classification performance in two dimensions: probability plot of negative false (1-specificity) with the correct prediction of positive true (Sensitivity). AUC values ranged from 0 to 1. If the AUC values near to 1 means the model accuracy or classification is high.

5. Result and Discussion

The result of the probability ratio test (G²) is at 595.00 and \(\chi^2_{(17,0.05)} = 8.67\), so Ho is rejected. It means, with a significance level of 5%, the data showed at
least there is an explanatory variable that affect the model. Then, the testing was continued with the partial testing parameters by using the Wald test. The results which were obtained indicating several explanatory variables that significantly affected the model. In addition, the variable reduction was used by using a forward stepwise. The result of logistic regression model for training data and testing data, showed in Table 2 below:

<table>
<thead>
<tr>
<th></th>
<th>Training</th>
<th>Testing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>88.62%</td>
<td>86.00%</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>8.16%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Specificity</td>
<td>99.86%</td>
<td>98.85%</td>
</tr>
<tr>
<td>AUC</td>
<td>75.20%</td>
<td>77.01%</td>
</tr>
</tbody>
</table>

Table 2 showed the classification of logistic regression performance for the whole dataset (consolidated training and validation sample/ training and testing). The “goods” are denoted as “negative”, while the “bads” are denoted as “positive” due to the predicting of the “bads” are more important in credit scoring development. AUC values for training and testing data show that the accuracy model is good enough. Presentation of model accuracy in classifying the loan customers is quite high. However, there is an imbalance in predicting credit that can be seen in a very small value in sensitivity model. This imbalance leads the prediction model directed to the majority class, namely good customer. Thus, the prospective customers who applies for loan is likely to be accepted.

**The Model with SMOTEBagging**

The applied SMOTEBagging algorithm was decided from several parameters, which were the number of bootstrap (10, 20, 25, 30,......1000), k-nearest neighbor (1-10) and total number of oversampling (100, 200,......500). The figure below illustrates the results of performance measurements for each bootstrap replication.

![Figure 1. The Missclassification rate for each bootstrap replication](image-url)
Figure 2. Sensitivity for each bootstrap replication

Figure 3. Sensitivity for each bootstrap replication

Figure 4. AUC values for each bootstrap replication

Table 3 The Performance of Classification based on k-Nearest Neighbour

<table>
<thead>
<tr>
<th>Model</th>
<th>K</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>SMOTE Bagging Logistic Regression</td>
<td>1</td>
<td>81.00%</td>
<td>57.69%</td>
<td>84.48%</td>
<td>78.90%</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>82.00%</td>
<td>65.38%</td>
<td>84.48%</td>
<td>79.19%</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>80.00%</td>
<td>61.54%</td>
<td>82.76%</td>
<td>80.06%</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td><strong>80.00%</strong></td>
<td><strong>61.54%</strong></td>
<td><strong>82.76%</strong></td>
<td><strong>80.14%</strong></td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>79.50%</td>
<td>57.69%</td>
<td>82.76%</td>
<td>80.10%</td>
</tr>
</tbody>
</table>
Table 3 (Continued): The Performance of Classification based on k-Nearest Neighbour

<table>
<thead>
<tr>
<th>SMOTE Bagging Logistic Regression</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>80.50%</td>
<td>61.54%</td>
<td>83.33%</td>
<td>78.92%</td>
<td>79.00%</td>
</tr>
<tr>
<td></td>
<td>79.50%</td>
<td>57.69%</td>
<td>82.76%</td>
<td>78.17%</td>
<td>80.00%</td>
</tr>
<tr>
<td></td>
<td>80.00%</td>
<td>65.38%</td>
<td>82.18%</td>
<td>78.92%</td>
<td>79.00%</td>
</tr>
<tr>
<td></td>
<td>79.00%</td>
<td>65.38%</td>
<td>81.03%</td>
<td>79.20%</td>
<td>80.00%</td>
</tr>
</tbody>
</table>

Based on the previous results, the optimal SMOTEBagging logistic regression (SBLR) model is obtained from a parameters combination, the number of bootstrap replicate as much as 50 times, N oversampling as much as 200, and k-nearest neighbour is 4.

Model Comparison

The model which has been obtained then was compared with the level of accuracy by AUC value (Table 4). AUC value in SMOTEBagging logistic regression (SBLR) model 3.13% higher than the logistic regression model. It shows in the model with SMOTEBagging is slightly more accurate than the model without it.

In addition to comparing the AUC values, we also considered the sensitivity and the specificity of each model. AUC value itself composed from sensitivity and specificity. SMOTEBagging model can improve the sensitivity quite large although the specificity slightly decreased. The sensitivity of logistic regression model is 0, it means this model predicted all data into “goods”. The sensitivity of SMOTEBagging logistic regression (SBLR) model was higher than logistic regression model, meanwhile the value of specificity logistic regression model was slightly larger.

Table 4 Perfomance comparison Logistic Regression vs SBLR

<table>
<thead>
<tr>
<th></th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic Regression</td>
<td>86%</td>
<td>0.0%</td>
<td>98.85%</td>
<td>77.01%</td>
</tr>
<tr>
<td>SBLR</td>
<td>80.00%</td>
<td>61.54%</td>
<td>82.76%</td>
<td>80.14%</td>
</tr>
</tbody>
</table>

The ROC curves in Figure 5 showed that the horizontal scale represented a false positive rate (1-specificity) and the vertical scale represents a true positive rate (sensitivity). Based on ROC curve, the logistic regression model with SMOTEBagging is generally better than the logistic regression model.
6. Conclusion

In this case, credit scoring data classification with imbalance rate at 12.4% minority and 87.6% majority, showed that SMOTEBagging logistic regression (SBLR) model is more accurate than the logistic regression model. It is shown by the AUC value generated by SMOTEBagging logistic regression (SBLR) model is higher than the logistic regression model. Moreover, the accuracy of minority class (sensitivity) in SMOTEBagging model is much better. The result indicates that SMOTEBagging can increase the level of accuracy model in imbalanced data. To assess the performance stability of this algorithm, we need simulate in various imbalance rate.
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