Engineering Thermostable Enzymes;

Application of Unsupervised Clustering Algorithms

1Amir Lakizadeh, 2Parisa Agha-Golzadeh, 3Mansour Ebrahimi, 2Esmaeil Ebrahimie and 4Mahdi Ebrahim

1Department of Computer Sciences & Bioinformatics Research Group
University of Qom, Qom, Iran

2Department of Crop Production & Plant Breeding
College of Agriculture, Shiraz University, Shiraz, Iran

3Department of Biology & Bioinformatics Research Group
University of Qom, Qom, Iran
mebrahimi14@gmail.com

4Department of Informatics, Saarland University
Saarbrucken, Germany

ABSTRACT
There is a high demand for engineering thermostable enzymes in some industries; especially in paper industries to use environmental friendly enzymes instead of toxic chlorine chemicals. Hence, understanding protein attributes involved in enzyme thermostability is important. Herein, the most important protein features contributing to enzyme thermostability was searched by using data mining algorithms. Combination of attribute weighting and unsupervised clustering algorithms were used to explore protein attributes which play major roles in thermostability. The results showed that expectation maximization clustering with uncertainly and correlation attribute weighting algorithms can effectively (100%) classify thermo- and meso-stable proteins. Gln content and frequency of hydrophilic residues were the most important protein features selected by 70% of weighing methods. The findings of this research provide the required knowledge for engineering thermostable enzymes in laboratory.
INTRODUCTION

Enzyme thermostability, an intrinsic property mainly determined by the primary structure of the protein, increases by external environmental factors including cations, substrates, co-enzymes and modulators. With some exceptions, enzymes present in thermophiles are more stable than their mesophilic counterparts. However, most thermostable enzymes on the market have been derived from mesophiles. Further research, especially on cloning enzymes from thermophiles into mesophilic hosts, will greatly increase the exploitation of thermophiles in biotechnology. Thermostable enzymes are receiving considerable attention. These enzymes have many industrial applications already, because they are more stable and generally better suited to harsh processing conditions.

Understanding the factors responsible for enzyme thermostability and discriminating them from mesophilic proteins is one of the most important duties in engineering new proteins. Various methods have been proposed for predicting the stability of proteins based on amino acid substitutions. In some studies, mutants were reported to be more important than the actual magnitude of stability [1]. It has been shown that Intra-helical salt bridges are more prevalent in thermostable enzymes, and the composition of amino acids might be an important factor in the stability. Moreover, hydrophobic and charged amino acids are more prevalent in thermophilic proteins [2]. Although the issue of thermostability in proteins has gained attentions in recent years due to high demand from industries, need for a system which derives stability rules for any input data and converts them into a prediction has been elaborated.

Data mining problems often involve hundreds, or even thousands, of variables [3], when the number of variables are huge, more time may be needed to apply a neural network or a decision tree to such a dataset [4]. Usually, many attributes determine the different characteristics of a protein molecule [5, 6]. Therefore, majority of time and process should be spent to determining which variables to include in the model. Attribute weighting (or feature selection) models reduce the size of attributes, creating a more manageable set of attributes for modelling [7].

On the other hand, the objective of clustering algorithms is data partitioning into groups or clusters according to various criteria in an attempt to organize data into a more meaningful form [8]. Clustering, often used as a synonym for unsupervised learning, may proceed according to some parametric model or by grouping points according to some distance or similarity measure as in hierarchical clustering algorithms [9]. It is anticipated that a suitable, unsupervised algorithm is capable of discovering structure on its own by exploring similarities or differences between individual data points in a data set under consideration [10]. K-Means is one of the simplest unsupervised learning algorithms that solve the well-known clustering problem. The procedure follows a simple and easy way to classify a given data set through a certain number of clusters (assume k clusters) fixed a priori. The main idea is to define k centroids,
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K-Medoids method uses representative objects as reference points instead of taking the mean value of the objects in each cluster. The support vector clustering (SVC) algorithm is a recently emerged unsupervised learning method inspired by support vector machines. One key step involved in the SVC algorithm is the cluster assignment of each data point. The Expectation-Maximization Clustering (EMC) is an effective, popular technique for estimating mixture model parameters (cluster parameters and their mixture weights). The EM algorithm iteratively refines initial mixture model parameter estimates to better fit the data and terminates at a locally optimal solution.

To find important features contributing to enzyme thermostability, herein, we used various attribute weighting algorithms and four different unsupervised clustering models to determine the most important features responsible for thermostability.

MATERIALS & METHODS

Two thousands and ninety protein sequences were retrieved from the UniProt Knowledgebase (Swiss-Prot and Tremble) database. They were categorized into two groups: 1573 or 75% to T (optimum temperature < 70 °C) and 517 or 25% to F (optimum temperature > 70 °C, thermostable enzymes). Eight-hundred and fifty-two protein attributes or features such as length, weight, isoelectric point, count and frequency of each element (carbon, nitrogen, sulphur, oxygen, and hydrogen), count and frequency of each amino acid, count and frequency of negatively charged, positively charged, hydrophilic and hydrophobic residues, count and frequency of dipeptides, number of α-helix and β-strand, and other secondary protein features were extracted. All features were classified as continuous variables, except for optimum temperature and N-terminal amino acids which were classified as categorical. A dataset of these protein features was imported into Rapid Miner (RapidMiner 5.0.001, Rapid-I GmbH, Stochumer Str. 475, 44227 Dortmund, Germany) and the optimum temperature (categorized as T and F) was set as target or label attribute.

Afterwards, the following steps applied on dataset:

1. DATA CLEANSING

Duplicate features were omitted by comparing all examples with each other on the basis of the specified selection of attributes (two examples were assumed equal if all values of all selected attributes were equal). Then, useless attributes were removed from the dataset. Nominal attributes were regarded as useless when most frequent values were contained in more or less than nominal useless above or below percent of all examples. Numerical attributes which standard deviations were less or equal to a given deviation threshold (0.1). Finally correlated features (with correlation greater than 0.9) removed by using Pearson correlation function. So the number of attributes decreased to 794.
2. ATTRIBUTE WEIGHTING

To identify the most important features and to find the possible patterns that contribute to the types of thermostable enzymes, the following attribute weightings were applied on cleansed dataset as follows:

- **Weight by Information gain:** this operator calculated the relevance of a feature by computing the information gain in class distribution.

- **Weight by Information Gain ratio:** this operator calculated the relevance of a feature by computing the information gain ratio for the class distribution.

- **Weight by Rule:** this operator calculated the relevance of a feature by computing the error rate of a OneR Model on the example set without this feature.

- **Weight Deviation:** the operator created weights from the standard deviations of all attributes. The values normalized by the average, the minimum, or the maximum of the attribute.

- **Weight by Chi squared statistic:** This operator calculated the relevance of a feature by computing for each attribute of the input example set the value of the chi-squared statistic with respect to the class attribute.

- **Weight by Gini index:** This operator calculated the relevance of an attribute by computing the Gini index of the class distribution, if the given example set would have been split according to the feature.

- **Weight by Uncertainty:** This operator calculated the relevance of an attribute by measuring the symmetrical uncertainty with respect to the class.

- **Weight by Relief:** This operator measured the relevance of features by sampling examples and comparing the value of the current feature for the nearest example of the same and of a different class. This version also worked for multiple classes and regression data sets. The resulting weights were normalized into the interval between 0 and 1.
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- Weight by SVM (Support Vector Machine): This operator used the coefficients of the normal vector of a linear SVM as feature weights.
- Weight by PCA (Principle Component Analysis): This operator used the factors of the first of the principal components as feature weights.

3. ATTRIBUTE SELECTION

After attribute weighting models were ran on the dataset, each protein attribute or feature gained a value between 0 to 1; showing the importance of that attribute regarded to target attribute (optimum temperature of enzymes). All variables with weights higher than 0.50 were selected and 10 new datasets (with 2057 records in each dataset) created.

4. UNSUPERVISED CLUSTERING ALGORITHMS

The following clustering algorithms applied on 10 newly created datasets from attribute weighing:

- K-Means: This operator uses kernels to estimate distance between objects and clusters. Because of the nature of kernels, it is necessary to sum over all elements of a cluster to calculate one distance.
- K-Medoids: This operator represents an implementation of k-Medoids. This operator will create a cluster attribute if not present yet.
- Support Vector Clustering (SVC): An implementation of Support Vector Clustering based on. This operator will create a cluster attribute if not present yet.
- Expectation Maximization (EM): This operator represents an implementation of the EM-algorithm

RESULTS

The first dataset had 2090 records with 852 protein attributes; 75% of them (1573 records) classified as T class and the rest (517 or 25% of records) as F class. Data cleansing (removing duplicates, useless attributes and removing correlated features) reduced the numbers of records and features to 2057 and 794, respectively.

1. ATTRIBUTE WEIGHTING

Before running the models, data were normalized, so it would be reasonable to expect that all weights should be between 0 to 1.

- Weighting by PCA
Nine attributes weighed equal to or higher than 0.80; they were the counts of Asp, Glu, Phe, His, Met, Ser, Val and Tyr.

- **Weighting by SVM**

The frequencies of hydrophilic residues, Gly, Asn, Tyr, Asp – Pro, Glu – Ile, Glu – Gln, Met – Leu, Met – Thr, Asn – Asn, Pro – Tyr, Thr – Lys, Trp – Leu and Tyr – Val, the counts of Gln, Glu – Gln, Lys – Gln, Asn – Asn, Trp – Leu and frequency of other residues and the percentages of Thr and Val were 27 attributes selected by this model.

- **Weighting by Relief**

When this model applied on dataset, 7 attributes showed weights higher than 0.50. The counts of Met – Gln and the frequency of other residues, the percentage of Gln and the frequencies of hydrophilic residues, Asn, Asn – Ile and Gln – Leu were selected protein attributes.

- **Weighting by Uncertainty**

The frequency of hydrophilic residues, the count of other residues, the count of Gln, the frequency of Asn, the frequency of Arg, the percentage of Glu, the percentage of Gln, the count of Asn – Asn, the count of Gln – Asn, the frequency of Asn – Asn and the frequency of Gln – Asn were the protein attributes gained weighs higher than 0.50.

- **Weighting by Gini index**

Again the count of Met – Tyr was the only attributes weighed equal to 1.00. Three, one, four, six and seven protein attributes weighed equal to or higher than 0.90, 0.80, 0.70, 0.60 and 0.50, respectively (Table 1).

- **Weighting by Chi Squared**

Just five attributes weighed higher than 0.50. The frequencies of hydrophilic residues, and Asn, the count of other residues and the percentages of Glu and Gln were selected by this model.

- **Weighting by Deviation**

Ten counts of dipeptides (His – Cys, His – Trp, Met – Cys, Met – Trp, Gln – Cys, Gln – Trp, Trp – Cys, Trp – His, Trp – Met and Trp – Trp) and the frequencies of seventeen dipeptides (His – Cys, His – Trp, Lys – Cys, Met – Cys, Met – Trp, Gln – Cys, Gln – Trp, Arg – Cys, Trp – Cys, Trp – His, Trp – Met, Trp – Pro, Trp – Gln, Trp – Thr, Trp – Trp, Trp – Tyr and Tyr – Cys) were 27 attributes weighed higher than 0.50.

- **Weighting by Rule**
Aliphatic index, non-reduced absorption at 280 nm, the percentage of Thr, the frequency of Asn – Asn and the counts of Asn – Asn, Pro – Gln and Gln – Asn weighed equal to or higher than 0.50 when rule algorithm run on dataset.

- **Weighting by Correlation**

From 11 protein attributes weighed equal to or higher than 0.50, the frequency of hydrophilic, the count of other residues, the count of Gln, the frequency of Asn, the frequency of Arg, the percentage of Glu and Gln, the count of Asn – Asn, the count of Gln – Asn, the frequency of Asn – Asn and the frequency of Gln – Asn were the selected protein attributes.

- **Weighting by Information Gain**

Just three features, the frequency of Glu, the percentage of Asn and the percentage of Val gained weights equal to or higher than 0.50, when this algorithm applied on dataset.

2. **UNSUPERVISED CLUSTERING ALGORITHMS**

As mentioned before, four different algorithms (K-Means, K-Medoids, SVC and EMC) applied on ten datasets created by attribute selection algorithms. As seen in Table 1. Some models such as EMC algorithm on Chi squared, Gini Index, Information Gain, Relief, Rule and PCA were unable to identify T enzyme from F enzyme (all proteins were selected as F class). EMC algorithm on Deviation dataset was unable to cluster any protein into the right classes. Some other algorithms, such as K-Medoids on Chi Squared dataset, identified most of proteins from T class as f class. Just two clustering methods, uncertainly and correlation clustered were able to categorize the most attributes into the right clusters; selecting the right classes of T and F (1544 and 513, respectively).
DISCUSSION

Engineering thermostable enzymes are of wide industrial and biotechnical interest, because they are more suited to harsh conditions and therefore they are appointed as one of the best candidates in enzyme engineering [15]. In thermostable enzymes, the activities are known to increase with increasing temperature up to the temperature at which inactivation starts to occur [16]. Finding a successful method to discriminate between thermophilic and mesophilic proteins is an important problem and it would help greatly in designing stable proteins [17]. Different models have been proposed to determine the most important attributes that contribute to stability of proteins at higher temperatures such as crystal structure of thermostable proteins [18], logistic model tree extraction [19], mutant position [1], machine learning algorithms [20], characteristic patterns of codon usage, amino acid composition and nucleotide content [21], disulphide bridge [15], analyses of three-dimensional structures [22], salt bridges [23], aromatic interactions [24], content of Arg, Pro, His, Try [25], the isoelectric points [26], hydrophobicity [27] and the content of electric charges [2]. To determine the most important feature contributing to stability of proteins in harsh thermal conditions, various modelling techniques applied to study more than eight hundreds attributes of mesophilic and thermophilic proteins.

When the numbers of variables or attributes are large enough, the abilities of processing units reduce significantly. Data cleansing algorithms were used to remove correlated, useless or duplicated attributes which results in shranked database [28]. About 10% of unimportant attributes discarded when these algorithms applied on the original dataset.

Each attribute weightings uses specific pattern to define the most important features; so the results could be different [29] and the same has been highlighted in previous studies [30, 31]. The frequency of hydrophilic residues, the percentage of Gln, and the count of other residues were the most important feature defined by 70% of attribute weighting algorithms to distinguish between meso- and thermostable enzymes. This finding is in-line with previous reports and confirms the importance of hydrophilicity in compacting the enzymes and increasing their capacities to resist higher temperatures [32]. It has also been shown the thermostable dehydrins in plant mitochondria are highly hydrophilic and their accumulation in some species such as wheat and rye induce more heat-stable capacity. It has been supposed these proteins' hydrophilicity character stabilize proteins in the membrane or in the matrix when heat increase [33]. Site-directed mutagenesis has been used to understand thermostable capacity of xylanase enzymes; confirming the importance of hydrophilicity and salt-bridge [23]. Although the importance of hydrophobicity (not hydrophilicity) have been highlighted in some studies [20], in a prominent study in this field, the hydration entropy introduced as the major contributor to the stability of surface mutations in
helical segments; and confirmed the inverse hydrophobic effect was generally applicable only to coil mutations [1]. An unusually large proportion of surface ion-pairs involved in networks that cross-link sequentially separate structures on the protein surface, and an unusually large number of solvent molecules buried in hydrophilic cavities between sequentially separate structures in the protein core of thermostable proteins have been reported [18]. Increase in the number of polar amino acids such as the count of Glu (as confirmed in this study) may contribute to increase in hydrophilic properties of thermostable proteins.

Recent studies have shown that amino acid composition, especially some polar amino acids such as Glu, exert distinguishable effect on thermostability [21]. The most dramatic effect was a two-fold decrease in the frequency of Glu residues among thermophiles [34]. In another study [35], it has been shown that the frequency of Glu is playing an important role in enzyme thermostability and our results confirmed it again [36]. Large number of polar molecules which may increase molecular hydrophilicity has been found in crystal structure of thermostable beta-glycosidase [18]. It has been proposed that amino acid substitution (toward polar amino acids such as Glu) changes protein stability in harsh thermal conditions can be useful for protein engineering in designing novel proteins with increased stability and altered function [1]. The same has been noted that in thermophiles charged residues such as Glu as well as the hydrophobic residues have higher occurrence than mesophiles [20]. A direct correlation of higher optimum pH with an increase in the number of electrically charged residues such as Arg has been observed [25]. This may justify why the count of Glu as well as other residues have gained higher weights in attribute weighting algorithms applied in this study. The roles of other protein residues in enzymes thermostability have been reported before [37, 38]. Therefore, thermostable proteins and enzymes also can be distinguished from meso-stable proteins based on their proteomes amino acid composition, as several authors related these differences to functional adaptation [21]. It has been shown that significant changes in the frequencies of some amino acids and increases in the their proportions in thermostable enzymes up to two-fold change in the frequency of Glu can be traced [21]. Also the residues of some amino acids (as well as Glu) showed significant differences (p < 0.01) between meso-stable and thermos-stable enzymes [20].

Clustering algorithms have been widely used in various areas of biological sciences such as image processing and diagnostics [39], EST [10], cancer detection [40], promoter analysis [10], gene and protein bioinformatics [23], and so on [8]. Herein we applied four different unsupervised clustering (K-Means, K-Medoids, SVC and MEMC) on 10 datasets created from protein attributes gained higher weights. As seen in Table 1, the performances of these algorithms were significantly different. Some were unable to select even one T protein into the right class (as EMC algorithm on most datasets, except Correlation and Uncertainty). Some others could not put F proteins into their classes (such as SVC
algorithm on Deviation dataset). The results showed EMC algorithm was able to classify T and F proteins into the right classes when it runs on Correlation and Uncertainty datasets. The numbers of proteins in each class were exactly the same as original dataset, showing 100% performances and accuracies of this algorithm on the mentioned datasets. To our knowledge, this is the first report on applying these algorithms to classify thermo- and meso-stable proteins. The current findings add to a growing body of literature on engineering new thermostable enzymes which in urgent needs by industries. The methods used in this study may be applied to other proteins to explore more attributes contribute to enzymes' thermostability.

Here the various attribute weightings and clustering employed to find a suitable model to clearly discriminate between mesophilic and thermophilic proteins. The results showed some amino acid compositions (such as the count of Gln and the frequency of hydrophilic and other residues) can be used to differentiate between enzymes from meso- and thermo-stable groups. The combination of attribute weighting and clustering algorithms can effectively be used to classify thermo- and meso-stable enzymes. The findings may pave road to engineer new thermostable proteins.
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Table 1. Clustering of 10 datasets into T and F classes by four different clustering algorithm (K-Means, K-Medoids, SVC and EMC); the actual numbers of T and F classes in original datasets were 1544 and 512, respectively.

<table>
<thead>
<tr>
<th></th>
<th>Chi Squared</th>
<th>Correlation</th>
<th>Deviation</th>
<th>Gini Index</th>
<th>Information Gain</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>T  F</td>
<td>T  F</td>
<td>T  F</td>
<td>T  F</td>
<td>T  F</td>
</tr>
<tr>
<td>K-Means</td>
<td>1461 596</td>
<td>1810 247</td>
<td>1222 835</td>
<td>1452 605</td>
<td>1333 724</td>
</tr>
<tr>
<td>K-Medoids</td>
<td>487 1570</td>
<td>1521 536</td>
<td>104 1953</td>
<td>1570 487</td>
<td>1152 905</td>
</tr>
<tr>
<td>SVC</td>
<td>363 1688</td>
<td>1701 328</td>
<td>1705 6</td>
<td>363 1688</td>
<td>570 1487</td>
</tr>
<tr>
<td>EMC</td>
<td>0 2057</td>
<td>1544 513</td>
<td>0 0</td>
<td>0 2057</td>
<td>0 2057</td>
</tr>
</tbody>
</table>

(continued from above)

<table>
<thead>
<tr>
<th></th>
<th>Relief</th>
<th>Rule</th>
<th>PCA</th>
<th>SVM</th>
<th>Uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>T  F</td>
<td>T  F</td>
<td>T  F</td>
<td>T  F</td>
<td>T  F</td>
</tr>
<tr>
<td></td>
<td>1603 454</td>
<td>1601 456</td>
<td>434 1623</td>
<td>1076 981</td>
<td>372 1685</td>
</tr>
<tr>
<td></td>
<td>583 1474</td>
<td>1652 405</td>
<td>1768 289</td>
<td>892 1165</td>
<td>939 1118</td>
</tr>
<tr>
<td></td>
<td>529 1324</td>
<td>1561 4</td>
<td>631 1426</td>
<td>0 2057</td>
<td>1089 947</td>
</tr>
<tr>
<td></td>
<td>0 2057</td>
<td>4  2053</td>
<td>0  2057</td>
<td>0  2057</td>
<td>1544 513</td>
</tr>
</tbody>
</table>
Table 2. The most important protein attributes (features) selected by attribute weighting algorithms, # represents the number of algorithm selected this feature.

<table>
<thead>
<tr>
<th>Attribute</th>
<th># Repeat</th>
</tr>
</thead>
<tbody>
<tr>
<td>The percentage of Gln</td>
<td>7</td>
</tr>
<tr>
<td>The frequency of hydrophilic residues</td>
<td>7</td>
</tr>
<tr>
<td>The count of other residues</td>
<td>7</td>
</tr>
<tr>
<td>The percentage of Glu</td>
<td>6</td>
</tr>
<tr>
<td>The frequency of Asn</td>
<td>6</td>
</tr>
<tr>
<td>The frequency of Asn-Asn</td>
<td>4</td>
</tr>
<tr>
<td>The count of Asn-Asn</td>
<td>4</td>
</tr>
<tr>
<td>The count of Gln</td>
<td>3</td>
</tr>
<tr>
<td>The Percentage of Thr</td>
<td>3</td>
</tr>
<tr>
<td>The count of Gln-Asn</td>
<td>3</td>
</tr>
<tr>
<td>The percentage of Val</td>
<td>2</td>
</tr>
<tr>
<td>The frequency of Arg</td>
<td>2</td>
</tr>
<tr>
<td>The count of Pro-Gln</td>
<td>2</td>
</tr>
<tr>
<td>The count of Lys-Gln</td>
<td>2</td>
</tr>
</tbody>
</table>
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