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Abstract

A class of geometrically structured quasi-cyclic low-density parity-check codes with a cylinder structure graph and girth 12 is considered. The parity-check matrix of such a code consists of blocks of zeros and circulant permutation matrices. A class of convolutional codes is assigned to these codes. The convolutional form generator matrix of these codes is obtained by elementary row and column operations. It is shown that the free distance of the obtained convolutional codes is equal to the minimum distance of their block code counterparts.
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1 Introduction

Low-density parity-check (LDPC) codes, introduced first by Gallager [4], were rediscovered in 1980[14] and 1996 [7][8]. An LDPC code $\mathcal{C}$ represented by a parity-check matrix $H$ is called ultra-sparse if $H$ has uniform column-weight 2. Though the distance properties of column-weight 2 binary LDPC codes are not as good as those for LDPC codes with column-weight $j \geq 3$, it has been shown in [5] that the non-binary version of these codes can achieve near-Shannon-limit performance. Also when compared with LDPC codes with column-weight $j \geq 3$, the column-weight 2 codes have their own advantages: their encoding and decoding operations is with lower computation and storage complexity;
they have better block error statistics and potential in such applications as partial response channels [9][10][11]. Quasi-cyclic (QC) LDPC codes are more attractive due to their linear-time encoding process and the small size of the required memory [3].

Relations between QC codes and convolution codes have been addressed in [2][6][12][13]. We apply the approach presented in [13] to assign a class of convolutional codes to the ultra-sparse girth-12 QC LDPC codes introduced in [1]. The general form of the generator matrix $G(D)$ of the associated convolutional codes is obtained by applying row and column operations on the parity-check matrix $H(D)$. Relationship between the minimum distance of these QC LDPC codes and the free distance of the corresponding convolutional codes is established.

Section 2 contains necessary backgrounds. The general form of the generator matrices of constructed convolutional codes is given in Section 3. It is shown in Section 4 that the minimum distance of the applied maximum-girth QC LDPC codes is equal to the free distance of the associated convolutional codes.

## 2 Preliminaries and Notations

Let $m, s$ be positive integers with $0 \leq s \leq m - 1$. The circulant permutation matrix $I^s_m$, denoted $I^s$ when $m$ is known, is defined by $I^s = \left( \begin{array}{cc} 0 & I_t \\ I_{m-s} & 0 \end{array} \right)$, where $I_t$ is the $t \times t$ identity matrix. Let $l \geq 2$ be a positive integer. For $1 \leq i \leq l$ set $n_i := \left\lfloor \frac{l}{2} \right\rfloor$ when $i$ is odd, else $n_i := \left\lceil \frac{l}{2} \right\rceil$, and suppose $r := n_1 + n_2 \geq 5$ and $rl$ is even. Moreover, consider $A := < A_1, A_2, ..., A_l >$ where $A_i = (s_{1,i}, s_{2,i}, ..., s_{n_i-1,i})$ for $1 \leq i \leq l-1$, and $A_l = (s_{1,l}, s_{2,l}, ..., s_{n_l,l})$, for some non-negative integers $0 \leq s_{j,k} \leq m - 1$.

The Type-III width-$m$ length-$l$ code with regularity $r$ and slop set $A$, denoted $T3(m, l, r, A)$, introduced in [1], is the QC LDPC code represented by the following parity-check matrix $H$:

$$H = \begin{pmatrix}
H'_1 & H''_1 \\
H''_1 & H''_2 \\
H''_2 & \ddots \\
& \ddots \\
& & H''_{l-1} & H'_l
\end{pmatrix}$$ (1)
where
\[
\begin{pmatrix}
H'_{1} \\
H''_{1} \\
H'_{2} \\
H''_{2} \\
H''_{l-1} \\
H'_{l}
\end{pmatrix} =
\begin{pmatrix}
I & I & \cdots & I \\
I & T^{s_{1,1}} & \cdots & T^{s_{1,n_{1}-1}} \\
I & I & \cdots & I \\
I & T^{s_{2,1}} & \cdots & T^{s_{2,n_{2}-1}} \\
I & T^{s_{l-1,1}} & \cdots & T^{s_{l-1,n_{l-1}-1}} \\
I & \cdots & I
\end{pmatrix}
\]

In [13] a convolutional code has been defined by a syndrome former transfer matrix \(H^T(D)\) whose entries are polynomials in the indeterminate delay operator \(D\). Following the approach used in [13], we construct LDPC convolutional codes associated with the Type-III codes. In the context of convolutional codes a circulant block matrix \(I_s, s \geq 0\), is denoted by \(D_s\) if \(s > 0\) and by 1 when \(s = 0\), where \(D\) stands for the delay operation. Thus the matrix \(H\) given by (1) is changed to the following \(l \times \frac{r}{2}\) matrix \(H(D)\).
\[
H(D) =
\begin{pmatrix}
H'_{1}(D) & H''_{l}(D) \\
H''_{1}(D) & H'_{2}(D) \\
H'_{l}(D) & H''_{l}(D) \\
\vdots & \ddots & \ddots \\
H''_{l-1}(D) & H'_{l}(D)
\end{pmatrix}
\]

where
\[
\begin{pmatrix}
H'_{1}(D) \\
H''_{1}(D) \\
H'_{2}(D) \\
H''_{2}(D) \\
H''_{l-1}(D) \\
H'_{l}(D)
\end{pmatrix} =
\begin{pmatrix}
1 & 1 & \cdots & 1 \\
1 & D^{s_{1,1}} & \cdots & D^{s_{1,n_{1}-1}} \\
1 & 1 & \cdots & 1 \\
1 & D^{s_{2,1}} & \cdots & D^{s_{2,n_{2}-1}} \\
1 & D^{s_{l-1,1}} & \cdots & D^{s_{l-1,n_{l-1}-1}} \\
1 & \cdots & 1
\end{pmatrix}
\]

It is worth mentioning that though the matrix \(H\) given by (1) is not full-rank, with one redundant row, its convolution form, \(H(D)\), given by (2) is a full-rank matrix.

### 3 Generators of Type-III LDPC Convolutional Codes

Obtaining the generator matrix \(G(D)\) associated with \(H(D)\) is not in general an easy task. However, due to the structure of Type-III codes, determination
of the generator $G(D)$ of the associated LDPC convolutional codes is straightforward.

**Example 1** Set $l = 4$, $r = 5$. The corresponding LDPC convolutional code is represented by the following parity-check matrix $H(D)$.

$$H(D) = \begin{pmatrix} 1 & 1 & D^{s_4,1} & D^{s_4,2} & D^{s_4,3} \\ 1 & D^{s_1,1} & 1 & 1 & 1 \\ 1 & D^{s_2,1} & D^{s_2,2} & 1 & 1 \\ 1 & D^{s_3,1} & 1 & 1 & 1 \end{pmatrix}$$

By elementary row and column operations we obtain the following matrix $H'(D)$ wherein $\Delta(D) = 1 + D^{s_1,1}$, $a_1(D) = 1 + D^{s_2,1}$, $a_2(D) = 1 + D^{s_2,2}$, $a_3(D) = 1 + D^{s_3,1}$, $a_4(D) = 1 + D^{s_4,1}$, $a_5(D) = 1 + D^{s_4,2}$, $a_6(D) = 1 + D^{s_4,3}$, $b_1(D) = 1 + D^{s_4,1 + s_1,1}$, $b_2(D) = 1 + D^{s_4,2 + s_1,1}$, $b_3(D) = 1 + D^{s_4,3 + s_1,1}$.

$$H'(D) := \begin{pmatrix} 1 & 0 & 0 & 0 & a_2(D) & a_3(D) & a_4(D) & b_1(D) & b_2(D) & b_3(D) \\ 0 & 1 & 0 & 0 & \Delta(D) & \Delta(D) & \Delta(D) & \Delta(D) & \Delta(D) & \Delta(D) \\ 0 & 0 & 1 & 0 & D^{s_2,2} & D^{s_2,1} & a_5(D) & 1 & 1 & 1 \\ 0 & 0 & 0 & 1 & 0 & D^{s_3,1} & 1 & 1 & 1 \end{pmatrix}$$

A generator matrix $[\mathcal{I}_k A]$ of a given binary linear code $\mathcal{C}$ introduces the parity-check matrix $[A^T \mathcal{I}_{n-k}]$ for $\mathcal{C}$. Applying this and elementary row and column operations we obtain the following generator matrix $G(D)$: It is a full-rank matrix with rows orthogonal to the rows of $H(D)$.

$$G(D) = \begin{pmatrix} \frac{1 + D^{s_1,1}}{\Delta(D)} & \frac{1 + D^{s_2,1}}{\Delta(D)} & D^{s_2,1} & 1 & 0 & 0 & 0 & 0 & 0 \\ \frac{1 + D^{s_2,2}}{\Delta(D)} & \frac{1 + D^{s_2,2}}{\Delta(D)} & D^{s_2,2} & 0 & 1 & 0 & 0 & 0 & 0 \\ \frac{1 + D^{s_3,1}}{\Delta(D)} & \frac{1 + D^{s_3,1}}{\Delta(D)} & 1 + D^{s_3,1} & 0 & 0 & D^{s_3,1} & 1 & 0 & 0 \\ \frac{1 + D^{s_4,1 + s_1,1}}{\Delta(D)} & \frac{1 + D^{s_4,1 + s_1,1}}{\Delta(D)} & 1 & 0 & 0 & 1 & 0 & 1 & 0 \\ \frac{1 + D^{s_4,2 + s_1,1}}{\Delta(D)} & \frac{1 + D^{s_4,2 + s_1,1}}{\Delta(D)} & 1 & 0 & 0 & 1 & 0 & 0 & 1 \\ \frac{1 + D^{s_4,3 + s_1,1}}{\Delta(D)} & \frac{1 + D^{s_4,3 + s_1,1}}{\Delta(D)} & 1 & 0 & 0 & 1 & 0 & 0 & 1 \end{pmatrix}$$

**Definition 1** Suppose $n = (r - 2)l/2 = \sum_{h=1}^{l}(n_h - 1)$ is the length of a $T3(m,l,r,A)$ code. Then the $\varphi$-function for $1 \leq i \leq n$ is defined as follows:

$$\varphi(i) := \begin{cases} 1, i + 1, & \text{if } 1 \leq i \leq (n_1 - 1) - 1; \\ 2, i + 1 - (n_1 - 1), & \text{if } n_1 - 1 \leq i \leq (n_1 - 1) + (n_2 - 1) - 1; \\ \vdots \\ t + 1, i + 1 - \sum_{h=1}^{l}(n_h - 1), & \text{if } \sum_{h=1}^{l}(n_h - 1) \leq i \leq \sum_{h=1}^{l+1}(n_h - 1) - 1; \\ \vdots \\ l - 1, i + 1 - \sum_{h=1}^{l-2}(n_h - 1), & \text{if } \sum_{h=1}^{l-2}(n_h - 1) \leq i \leq \sum_{h=1}^{l-1}(n_h - 1) - 1; \\ l, i + 1 - \sum_{h=1}^{l-1}(n_h - 1), & \text{if } \sum_{h=1}^{l-1}(n_h - 1) \leq i \leq \sum_{h=1}^{l}(n_h - 1). \end{cases}$$
Theorem 1 The generator matrix $G(D)$ of the LDPC convolutional code associated with the parity-check matrix $H(D)$ given by (2), is the $\frac{(r-2)l}{2} \times \frac{d}{2}$ matrix $G(D) = (g_{i,j}(D))$ where $g_{i,j}(D)$ is defined below.

\[
g_{i,j}(D) = \begin{cases} 
\frac{D^{s+1,1} + D^{s}(i)}{1 + D^{s+1,1}}, & \text{if } j = 1, 1 \leq i \leq n_1 - 2; \\
\frac{1 + D^{s+1,1} + D^{s}(i) + D^{s}(i)}{1 + D^{s+1,1}}, & \text{if } j = 1, (r-2)l/2 - n_l + 1 \leq i \leq (r-2)l/2; \\
\frac{1 + D^{s}(i)}{1 + D^{s+1,1}}, & \text{if } j = 2 \text{ or } j = 1, n_1 - 1 \leq i \leq (r-2)l/2 - n_l; \\
1 + D^{s}(i), & \text{if } \sum_{h=1}^{t+1} (n_h - 1) \leq i \leq (r-2)l/2 - n_l, \\
\frac{D^{s}(i)}{1 + D^{s+1,1}}, & \text{if } \sum_{h=1}^{t+1} (n_h - 1) \leq i \leq \sum_{h=1}^{t+1} (n_h - 1) - 1, \\
& \text{if } j = \sum_{h=1}^{t} n_h + 1, 1 \leq t \leq l - 2; \\
1, & \text{if } (r-2)l/2 - n_l + 1 \leq i \leq (r-2)l/2, \\
& \text{or } 3 \leq j \leq n_1, i = j - 2; \\
& \text{or } \sum_{h=1}^{t} n_h + 2 \leq j \leq \sum_{h=1}^{t+1} n_h, \\
& \text{or } \sum_{h=1}^{t} n_h + 1 \leq j \leq r/l, i = j - l.
\end{cases}
\]

In other words, the $\frac{(r-2)l}{2} \times \frac{d}{2}$ matrix $G(D)$ is in the following form wherein $D' := 1 + D^{n_l-1,1}.$

\[
G(D) = \begin{pmatrix}
\frac{D^{s+1,1} + D^{s}(2)}{1 + D^{s+1,1}} & 1 & \cdots & 0 & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 \\
\frac{D^{s+1,1} + D^{s}(1,3)}{1 + D^{s+1,1}} & \frac{1 + D^{s+1,1}}{1 + D^{s+1,1}} & 0 & \cdots & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
\frac{D^{s+1,1} + D^{s}(n_l-1,1)}{1 + D^{s+1,1}} & \frac{1 + D^{s+1,1}}{1 + D^{s+1,1}} & 0 & \cdots & 0 & D^{s,2,1} & 1 & 0 & 0 & 0 & \cdots & 0 \\
\frac{1 + D^{s+1,1} + D^{s}(n_l-1)}{1 + D^{s+1,1}} & \frac{1 + D^{s+1,1}}{1 + D^{s+1,1}} & 0 & \cdots & 0 & D^{s,2,2} & 1 & 0 & 0 & 0 & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
1 + D^{s+1,1} + D^{s}(2,1) & \frac{1 + D^{s+1,1}}{1 + D^{s+1,1}} & 0 & \cdots & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 \\
\frac{1 + D^{s+1,1} + D^{s}(2)}{1 + D^{s+1,1}} & \frac{1 + D^{s+1,1}}{1 + D^{s+1,1}} & 0 & \cdots & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
1 + D^{s+1,1} + D^{s}(n_l-2,1) & \frac{1 + D^{s+1,1}}{1 + D^{s+1,1}} & 0 & \cdots & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 \\
\frac{1 + D^{s+1,1} + D^{s}(n_l-1,1)}{1 + D^{s+1,1}} & \frac{1 + D^{s+1,1}}{1 + D^{s+1,1}} & 0 & \cdots & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
1 + D^{s+1,1} + D^{s}(n_l-1,2) & \frac{1 + D^{s+1,1}}{1 + D^{s+1,1}} & 0 & \cdots & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 \\
\frac{1 + D^{s+1,1} + D^{s}(n_l-1)}{1 + D^{s+1,1}} & \frac{1 + D^{s+1,1}}{1 + D^{s+1,1}} & 0 & \cdots & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
\frac{D'}{1 + D^{s+1,1}} & \frac{D'}{1 + D^{s+1,1}} & 0 & \cdots & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 \\
1 + D^{s+1,1} + D^{s}(n_l-1) & \frac{1 + D^{s+1,1}}{1 + D^{s+1,1}} & 0 & \cdots & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
\frac{D^{s+1,1} + D^{s}(n_l,1)}{1 + D^{s+1,1}} & \frac{1 + D^{s+1,1}}{1 + D^{s+1,1}} & 0 & \cdots & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 \\ 
\frac{D^{s+1,1} + D^{s}(n_l,2)}{1 + D^{s+1,1}} & \frac{1 + D^{s+1,1}}{1 + D^{s+1,1}} & 0 & \cdots & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
\frac{D^{s+1,1} + D^{s}(n_l,n_l)}{1 + D^{s+1,1}} & \frac{1 + D^{s+1,1}}{1 + D^{s+1,1}} & 0 & \cdots & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 \\
\end{pmatrix}
\]
Proof. As mentioned before, the rows of $G(D)$ are independent, since $G(D)$ contains the identity matrix of order $\frac{(r-2)t}{2}$. Therefore, it suffices to show that $H(D) * G^T(D) = 0$. For $H(D) = (h_{i,j}(D))_{t \times \frac{r}{2}}$, we have:

$$h_{i,j}(D) = \begin{cases} 
1, & \text{if } \sum_{h=1}^{i} n_h - n_1 + 1 \leq j \leq \sum_{h=1}^{i} n_h \text{ or } i \geq 2, j = \sum_{h=1}^{i-1} n_h - n_{i-1} + 1; \\
D^{s_{i,t}}, & \text{if } i = 1, 1 \leq t = j - \sum_{h=1}^{t-1} n_h \leq n_t; \\
D^{s_{i-1,t-1}}, & \text{if } i \geq 2, 2 \leq t = j - \sum_{h=1}^{i-1} n_h + n_{i-1} \leq n_{i-1}.
\end{cases}$$

Setting $P(D) := (p_{i,k}(D))_{t \times \frac{(r-2)t}{2}} = H(D) * G^T(D)$ we get

$$p_{i,k}(D) = \sum_{j=1}^{\frac{r}{2}} h_{i,j}(D)g_{k,j}(D).$$

To complete the proof, the following cases are considered.

**a.** If $i = 1$ and $t = \sum_{h=1}^{t-1} n_h$, then it follows from $h_{1,j}(D) = 0$, $n_1 + 1 \leq j \leq t$, that

$$p_{1,k}(D) = \sum_{j=1}^{\frac{t}{2}} h_{1,j}(D)g_{k,j}(D)$$

$$= \sum_{j=1}^{n_1} h_{1,j}(D)g_{k,j}(D) + \sum_{j=n_1+1}^{t} h_{1,j}(D)g_{k,j}(D) + \sum_{j=t+1}^{t+n_t} h_{1,j}(D)g_{k,j}(D)$$

$$= \sum_{j=1}^{n_1} g_{k,j}(D) + \sum_{j=t+1}^{t+n_t} D^{s_{i,j-t}}g_{k,j}(D).$$

The following three subcases are examined.

**a.1.** If $j \geq t + 1 > n_1$ or $j \geq 3$ and $j \neq k + 2$ then $g_{k,j}(D) = 0$. Therefore, if $1 \leq k \leq n_1 - 2$ then

$$p_{1,k}(D) = g_{k,1}(D) + g_{k,2}(D) + \sum_{j=3}^{n_1} g_{k,j}(D) + \sum_{j=t+1}^{t+n_t} D^{s_{i,j-t}}g_{k,j}(D)$$

$$= D^{s_{1,1}} + D^{s_{k,2}} + \sum_{j=t+1}^{t+n_t} D^{s_{i,j-t}}g_{k,j}(D) + g_{k,k+2}(D) = 1 + 1 = 0.$$

**a.2.** If $3 \leq j \leq n_1$ or $j \geq t + 1$ then $g_{k,j}(D) = 0$. Thus, if $n_1 - 1 \leq k \leq \sum_{h=1}^{t-1} (n_h - 1) - 1 = \frac{(r-2)t}{2} - n_t$ then $p_{1,k}(D) = \sum_{j=1}^{n_1} g_{k,j}(D) + \sum_{j=3}^{t+n_t} D^{s_{i,j-t}}g_{k,j}(D)$$

$$= \sum_{j=1}^{\frac{(r-2)t}{2}} D^{s_{i,j}}g_{k,j}(D) + 0 + 0 = 0.$$

**a.3.** We have $g_{k,k+1}(D) = 1$, and if $3 \leq j \leq n_1$ or $\frac{r}{2} - n_t + 1 = t + 1 \leq j \leq t + n_t = \frac{r}{2}$, then $g_{k,j}(D) = 0$. Therefore, if $\frac{(r-2)t}{2} - n_t + 1 \leq k \leq \frac{(r-2)t}{2}$ then

$$p_{1,k}(D) = g_{k,1}(D) + g_{k,2}(D) + \sum_{j=3}^{n_1} g_{k,j}(D) + \sum_{j=t+1}^{t+n_t} D^{s_{i,j-t}}g_{k,j}(D)$$

$$= \sum_{j=1}^{\frac{(r-2)t}{2}} D^{s_{i,j}}g_{k,j}(D) + 0 + D^{s_{i,k+1-t}} = D^{s_{k,2}} + D^{s_{i,k+1-t}} = 0.$$
Note that in this case we have $\varphi(k) = l, k + 1 - \sum_{h=1}^{l-1} (n_h - 1) = l, k + l - t$.

b. If $i > 1$ and $t = \sum_{h=1}^{i-1} n_h$, then

$$p_{i,k}(D) = \sum_{j=1}^{r l/2} h_{i,j}(D)g_{k,j}(D)$$
$$= \sum_{j=1}^{t-n_i-1} h_{i,j}(D)g_{k,j}(D) + \sum_{j=t-n_i+1}^{t} h_{i,j}(D)g_{k,j}(D)$$
$$= g_{k,t-n_i-1+1}(D) + \sum_{j=t-n_i+2}^{t} D^{s_{i-1,j-t+n_i-1}} g_{k,j}(D) + \sum_{j=t+1}^{t+n_i} g_{k,j}(D).$$

This is divided into subcases b.1 with $i = 2$ and b.2 specified by the constraint $l \geq i > 2$. The proof of these cases is essentially the same as the arguments given above for the case a., and hence is omitted. ■

4  Free distance of Type-III LDPC Convolutional Codes

The following theorem establishes a minimum distance relationship between Type-III QC LDPC codes and the associated Type-III LDPC convolutional codes.

**Theorem 2** Let $C$ be a Type-III QC LDPC code code with maximum girth 12 and minimum distance $d$. Also, let $C(D)$ be the corresponding Type-III LDPC convolutional code with free distance $d_{\text{free}}$. Then $d = d_{\text{free}}$.

**Proof.** It can be easily verified that the minimum distance of a column-weight 2 code is equal to half of its girth. Thus $d = 6$. On the other hand, in any convolutional code with free distance $d_{\text{free}}$ associated to a QC code with minimum distance $d$ we have $d \leq d_{\text{free}}$ (Theorem 1 in [13]). Therefore, it suffices to show that $d_{\text{free}} \leq d = 6$. Encoding the length-$l$ vector $U(D) = [u_0(D), u_1(D), ... , u_{l-1}(D)] = [1 + D^{s_{1,1}}, 0, ..., 0]$, we obtain the length-$\frac{l}{2}$ vector $V(D) = U(D)G(D) = [D^{s_{1,1}} + D^{s_{1,2}}, 1 + D^{s_{1,2}}, 1 + D^{s_{1,1}}, 0, ..., 0]$ having the following representation:

$$v(D) = V_0(D^{l/2}) + D \times V_1(D^{l/2}) + D^2 \times V_2(D^{l/2})$$
$$+ \cdots + D^{r l/2-1} \times V_{r l/2-1}(D^{l/2})$$
$$= D^{rls_{1,1}/2} + D^{rls_{1,2}/2} + D(1 + D^{rls_{1,2}/2}) + D^2(1 + D^{rls_{1,1}/2})$$
$$= D + D^2 + D^{rls_{1,1}/2} + D^{rls_{1,2}/2} + D^{1+rls_{1,2}/2} + D^{2+rls_{1,1}/2}.$$
We show $w(v(D)) = 6$. To do this, we prove that the powers of $D$ in $v(D)$ are distinct.

If $s_{1,1} = 0$ or $s_{1,2} = 0$ then the girth of $\mathcal{C}$ will be 4. Thus we may assume $l \geq 2$, $r \geq 5$ and $s_{1,1}, s_{1,2} \geq 1$. It follows that $\frac{rl_{s_{1,1}}} {2} \geq 5$. Not also that if $\frac{rl_{s_{1,1}}} {2} = \frac{rl_{s_{1,2}}} {2}$ then $s_{1,1} = s_{1,2}$ and hence the girth will be 4, a contradiction. Thus the first four elements of $v(D)$ are distinct. We show that $\frac{rl_{s_{1,1}}} {2} + 2 \neq \frac{rl_{s_{1,2}}} {2}$ and $\frac{rl_{s_{1,1}}} {2} \neq \frac{rl_{s_{1,2}}} {2} + 1$.

If $\frac{rl_{s_{1,1}}} {2} + 2 = \frac{rl_{s_{1,2}}} {2}$ then $rl(s_{1,2} - s_{1,1}) = 4$. However, $s_{1,1} \neq s_{1,2}$, $l \geq 2$ and $r \geq 5$, and hence $|rl(s_{1,2} - s_{1,1})| \geq 10$ which is in contradiction with $rl(s_{1,2} - s_{1,1}) = 4$. Similarly, if $\frac{rl_{s_{1,1}}} {2} = \frac{rl_{s_{1,2}}} {2} + 1$ then $rl(s_{1,1} - s_{1,2}) = 2$, a contradiction. Therefore, the first six elements of $v(D)$ are distinct and hence $d_{\text{free}} \leq w(v(D)) = 6$. 

5 Conclusion

A class of ultra-sparse QC LDPC codes was applied to generate a class of LDPC convolutional codes. The general form of generator matrices $G(D)$ of the constructed LDPC convolutional codes was formulated. It was shown that the minimum distance of the considered girth-12 QC LDPC codes is equal to the free distance of the associated convolutional codes.
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