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Abstract

In this paper, we apply the modified variational iteration method for solving Schrödinger and Laplace problems which play very important part in applied and engineering sciences. This method choose linear operator for various equations, (linear, nonlinear). So that the Lagrange multiplier can be effectively identified. Several numerical examples are presented to show the ability and efficiency of this method.
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1-Introduction

The variational iteration method [1-3] has been extensively worked out for many years by numerous authors. Starting from the pioneer ideas of the Inokuti - Sekine-Mura method[4], Ji-Huan He [3] developed the variational iteration method in 1999. The variational iteration method, has been widely applied to solve nonlinear problems, more and more merits have been discovered and some modifications are suggested to overcome the demerits arising in the solution procedure. For example, T.A.Abassy, et al[5,6] also proposed further treatments of these modification results by using pade approximants and the Laplace transform. Soltani.L.A,Shirzadi.A[7] apply a new modifying of Variational iteration method, which provides great freedom in choosing linear operators for various nonlinear equations. Such technology was also suggested by Ji-Huan He[8-12] for nonlinear oscillators. For example, consider a nonlinear oscillator 

\[ u'' + u^3 = 0, \]

The correction functional can be constructed as follows
$u_{n+1} = u_n + \int_0^t \lambda (u'' + w^2 u + f),$

Such treatment is very effective also for non-oscillation equations. We introduce the basic idea underlying the variational iteration method for solving nonlinear equations. Consider the general nonlinear equation:

$$L[u(t)] + N[u(t)] = g(t)$$  \hspace{1cm} (1.1)

where $L$ is a linear differential operator, $N$ is a nonlinear operator, and $g$ is a given analytical function. The essence of the method is to construct a correction functional of the form

$$u_{n+1}(t) = u_n(t) + \int_0^t \lambda(s)(Lu_n(s) + Nu_n(s) - g(s))ds$$  \hspace{1cm} (1.2)

where $\lambda$ is a Lagrange multiplier which can be identified optimally via the variational theory. Inokuti and H. Sekine [4], $u_n$ is the approximate solution and $\tilde{u}_n$ denotes the restricted variation, i.e. $\delta \tilde{u}_n = 0$. After determining the Lagrange multiplier $\lambda$ and selecting an appropriate initial function $u_0$, the successive approximations $u_n$ of the solution $u$ can be readily obtained. Consequently, the solution of Eq. (1.1) is given by $u = \lim_{n \to \infty} u_n$.

In this paper, we consider the Modified Variational iteration method for solving Schrödinger and Laplace equation. Several numerical examples are implemented to show the efficiency of this method.

2-A modified variational iteration method

According to the variational iteration method, we consider the following general nonlinear equation:

$$L[u(t)] + N[u(t)] = g(t)$$  \hspace{1cm} (2.1)

where $L$ is a linear differential operator, $N$ is a nonlinear operator, and $g$ is a given analytical function. We can construct a correction functional in the form

$$u_{n+1}(t) = u_n(t) + \int_0^t \lambda(s)(Lu_n(s) + Nu_n(s) - g(s))ds$$  \hspace{1cm} (2.2)

where $\lambda$ is a Lagrange multiplier which can be identified optimally via the variational theory. For convergence of the sequence obtained via the VIM and its rate, we recall Banach’s theorem:

**Theorem 1. (Banach’s Fixed point Theorem):**

Assume that $\chi$ is a Banach space,
**Theorem 1. (Banach's Fixed point Theorem):**

Assume that $\mathcal{X}$ is a Banach space,

$$B : \mathcal{X} \rightarrow \mathcal{X}$$

is a nonlinear mapping, and suppose that

$$\|B[u] - B[u]\| \leq \gamma \|u - u\|, \quad \forall u, u \in \mathcal{X}$$

(2.3)

for some constant $\gamma < 1$. Then $B$ has a unique Fixed point. Furthermore, the sequence

$$u_{n+1} = B[u_n]$$

(2.4)

with an arbitrary choice of $u_0 \in \mathcal{X}$ converges to the fixed point of $B$ and

$$\|u_k - u_i\| \leq \|u_1 - u_0\| \sum_{j=1}^{k-2} \gamma^j$$

According to the above theorem, for the nonlinear mapping

$$B[u] = u(t) + \int_0^t \lambda(s)(Lu_n(s) + Nu_n(s) - g(s))ds$$

A sufficient condition for the convergence of the variational iteration method is strictly contraction of $B$. Furthermore, sequence (2.4) converges to the fixed method of $B$, which is also the solution of the equation (2.1). In the above theorem, the rate of convergence depends on $\gamma$ and therefore, in the variation iteration method, the rate of convergence depends on $\lambda$. Considering what has been mentioned up until now, a modified variational iteration method can be identified by the following, eq. (2.1) can be rewritten in the following form:

$$L[u(t)] - g_1[u(t)] + g_1[u(t)] + N[u(t)] = g(t)$$

(2.5)

where $g_1[u(t)]$ is an arbitrary linear operator of $u(t)$. Now we can construct a correction functional based on the new linear operator which is:

$$u_{n+1}(t) = u_n(t) + \int_0^t \lambda(s)(Lu_n(s) - g_1[u_n(s)] + g_1[\tilde{u}_n(s)] + Nu_n(s) - g(s))ds$$

(2.6)

where $\tilde{u}_n$ is considered as a restricted variation i.e., $\delta \tilde{u}_n = 0$. The Lagrange multiplier, $\lambda$, obtained from the correction functional (2.6) is different from (2.2). We can choose the auxiliary linear operator. This provides great freedom in applying the variational iteration method to the (linear, nonlinear) problems.
3-Applications
In this section, we give some examples to demonstrate the efficiency and effectiveness of the MVIM. The results are computed by using Maple 13 and compared to exact solution.

Example3-1[15] Consider the following linear Schrödinger problem:

\[ u_t = iu_{xx} \]  

(3.1)

with the initial condition

\[ u(x,0) = \sinh(x). \]

which has the exact solution is \( u(x,t) = \sinh(x)e^{it} \).

According to the modified variational iteration method, we derive a correction functional as follows:

\[
\int_0^1 \left( \partial_t u_n - iu_n + i\tilde{u}_n - \frac{i\tilde{u}_n^2}{2} \right) ds,
\]

(3.2)

and the stationary condition of the above correction functional can be expressed as:

\[
\left. \frac{\partial \lambda(s,t)}{\partial s} \right|_{x=t} + i\lambda(s,t) = 0
\]

1 + \lambda(s,t) = 0

the Lagrange multiplier, therefore, can be identified as follows:

\[ \lambda = -e^{-i(x-t)} \]  

(3.3)

substituting (3.3) for correction functional (3.2), we have the following iteration formula:

\[
u_{n+1}(x,t) = u_{n}(x,t) - \int_0^1 \left( \frac{\partial u_n}{\partial s} - i\tilde{u}_n - \frac{i\tilde{u}_n^2}{2} \right) ds,
\]

(3.4)

by the variational iteration formula (3.4) and initial approximation, we get

\[ u_t(x,t) = \sinh(x)e^{it}. \]

in the same way, we obtain,

\[ u_n(x,t) = \sinh(x)e^{it} \]

which means that \( u_t(x,t) = u(x,t) = \sinh(x)e^{it} \) is the exact solution.

Example3-2[17] Consider the following nonlinear Schrödinger problem:
**Variational iteration method**

\[ iu_t + uu_{xx} - u \cos^2(x) - |u|^2 u = 0, \]  

(3.5)

with the initial condition

\[ u(x,0) = \sin(x) \]

the exact solution is

\[ u(x,t) = \sin(x)e^{-\frac{3\pi^2 t}{4}}. \]

According to the modified variational iteration method, we derive a correction functional as follows:

\[ u_{n+1} = u_n + \int_0^1 \left( i \frac{\partial u}{\partial s} - \frac{3}{2} u_n + \frac{1}{2} \frac{\partial^2 u}{\partial x^2} \right) ds \]

(3.6)

and the stationary condition of the above correction functional can be expressed as:

\[ \frac{\partial \lambda(s,t)}{\partial s} \bigg|_{s=t} - \frac{3}{2} i \lambda(s,t) \bigg|_{s=t} = 0 \]

\[ 1 + i \lambda(s,t) \bigg|_{s=t} = 0 \]

the Lagrange multiplier, therefore, can be identified as follows:

\[ \lambda = ie^{\frac{3i}{2}(s-t)} \]

(3.7)

substituting (3.7) for correction functional (3.6), we have the following iteration formula:

\[ u_{n+1} = u_n + \int_0^1 ie^{\frac{3i}{2}(s-t)} \left( i \frac{\partial u}{\partial s} + \frac{1}{2} \frac{\partial^2 u}{\partial x^2} \right) ds \]

(3.8)

by the variational iteration formula (3.8), we get

\[ u_t(x,t) = \sin(x)e^{-\frac{3\pi^2 t}{4}} \]

which means that \( u_t(x,t) = u(x,t) = e^{-\frac{3\pi^2 t}{4}} \), is the exact solution.

**Example 3-3** [16,18] Consider the following Laplace problem:

\[ u_{xx} + u_{yy} = 0, \quad 0 < x, y < \pi \]  

(3.9)
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with the Dirichlet boundary conditions

\[ u(x,0) = \sinh(x), \quad u(x,\pi) = -\sinh(x) \]
\[ u(0,y) = 0, \quad u(\pi,y) = \sinh \pi \cos(y) \]

which has the exact solution is \( u(x, y) = \sinh(x) \cos(y) \).

According to the modified variational iteration method, we derive a correction functional as follows:

\[
u_{n+1}(x, y) = u_n(x, y) + \int_0^s \lambda \left( \frac{\partial^2 u_n}{\partial s^2} - u_n + \frac{\partial^2 u_n}{\partial y^2} \right) ds
\]

(3.10)

and the stationary condition of the above correction functional can be expressed as:

\[
\frac{\partial^2 \lambda(s,x)}{\partial s^2} \bigg|_{s=x} - \lambda(s,x) \bigg|_{s=x} = 0
\]
\[
1 - \frac{\partial \lambda(s,x)}{\partial s} \bigg|_{s=x} = 0
\]
\[
\lambda(s,x) \bigg|_{s=x} = 0
\]

the Lagrange multiplier, therefore, can be identified as follows:

\[
\lambda = \sinh(s - x)
\]

(3.11)

substituting (3.11) for correction functional (3.10), we have the following iteration formula:

\[
u_{n+1} = u_n + \int_0^s \sinh(s-x) \left( \frac{\partial^2 u_n}{\partial s^2} + \frac{\partial^2 u_n}{\partial y^2} \right) ds
\]

(3.12)

by the variational iteration formula (3.12) and choosing \( u_0(0, y) = x \cos(y) \) as initial condition, we get

\[
u_1(x, y) = \sinh(x) \cos(y)
\]

in the same way, we obtain \( u_n(x, y) = \sinh(x) \cos(y) \),

which means that \( u_1(x, y) = u(x, y) = \sinh(x) \cos(y) \), is the exact solution.
Consider the following Laplace problem:

\[ u_{xx} + u_{yy} = 0, \quad 0 < x, y < \pi \]  

(3.13)

with the Neumann boundary conditions

\[ u_x(0, y) = 0, \quad u_x(\pi, y) = 0, \]
\[ u_y(x, 0) = 0, \quad u_y(x, \pi) = 2\cos(2x)\sinh(2\pi), \]

which has the exact solution is \( u(x, y) = \cosh(2y)\cos(2x) \).

According to the modified variational iteration method, we derive a correction functional as follows:

\[ u_n(x, y) = u_n(x, y) + \int_0^\infty \lambda \left( \frac{\partial^2 u_n}{\partial s^2} - 4u_n + 4\bar{u}_n + \frac{\partial^2 \bar{u}_n}{\partial x^2} \right) ds \]

(3.14)

and the stationary condition of the above correction functional can be expressed as:

\[ \frac{\partial^2 \lambda(s, y)}{\partial s^2} \bigg|_{s=y} - 4\lambda(s, y) \bigg|_{s=y} = 0 \]
the Lagrange multiplier, therefore, can be identified as follows:

$$\lambda = \frac{1}{2} \sinh 2(s - y)$$

(3.15)

substituting (3.15) for correction functional (3.14), we have the following iteration formula:

$$u_{n+1}(x, y) = u_n(x, y) + \int_0^y \frac{1}{2} \sinh 2(s - y)(\frac{\partial^2 u_n}{\partial x^2} + \frac{\partial^2 u_n}{\partial s^2})ds$$

(3.16)

by the variational iteration formula (3.16) and choosing \( u_0(x, 0) = (1 + 2y^2)\cos(2x) \) as initial condition, we get:

$$u_1(x, y) = \cosh(2y)\cos(2x)$$

in the same way, we obtain \( u_n(x, y) = \cosh(2y)\cos(2x) \)

which means that \( u_1(x, y) = u(x, y) = \cosh(2y)\cos(2x) \), is the exact solution.
5-Conclusion

In the work, we proposed a modified variational iteration method to solve Schrödinger and Laplace Problems, we see a modified variational method shows the convergence is fast from the VIM to the closed form solution. The obtained solution shows that MVIM is a very convenient and effective for Schrödinger and Laplace Problems, only one iteration leads to exact solutions.

References


Received: October, 2011