Taylor Exactness, SVEP and Spectral Mapping Theorems
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Abstract. Spectral mapping theorems for “local spectra” derived from the holomorphic range and the single valued extension property are proved with the aid of “Taylor exactness”.
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Introduction

Most spectral mapping theorems are a combination of the remainder theorem for polynomials (the easy half), and the fundamental theorem of algebra. For example if linear operators \( S \) and \( T \) commute on a vector space \( X \), in the sense that

\[ ST = TS , \tag{0.1} \]
then there is inclusion
\[
S^{-1}(0) + T^{-1}(0) \subseteq (ST)^{-1}(0)
\]
and inclusion
\[
(ST)(X) \subseteq S(X) \cap T(X),
\]
which is enough to give about half the spectral mapping theorem for both the point and the defect spectrum; for the failure of equality look [HHS] at
\[
S = T = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}.
\]
For certain more sophisticated concepts of spectrum Vladimir Müller [Mü] has shown how we should also draw on the Euclidean algorithm [H1],[H3].

To see how this can be put to work we recall some of the infrastructure from the theory of the “Taylor spectrum”: Whether or not they commute, the operator pair \( S, T \) on \( X \) induce a sequence of two operators \( \delta_0, \delta_1 \) from \( X \) to \( X \oplus X \) to \( X \), let
\[
\begin{align*}
0 & \rightarrow X \xrightarrow{\delta_0} X \oplus X \xrightarrow{\delta_1} X \rightarrow 0,
\end{align*}
\]
defined by setting
\[
\delta_0(x) = (-Sx) \oplus (Tx); \quad \delta_1(x \oplus y) = Tx + Sy.
\]
Necessary and sufficient for the sequence (0.5) to satisfy the “chain complex condition”
\[
\delta_1 \circ \delta_0 = 0
\]
is that the pair \((S, T)\) commute in the sense (0.1).

If the sequence \((\delta_1, \delta_0)\) is exact, in the sense that
\[
\delta_1^{-1}(0) \subset \delta_0(X),
\]
we shall say that the pair \((S, T)\) is Taylor non singular. Now the “Taylor spectrum” \( \sigma_T(S, T) \subset \mathbb{C}^2 \) is the set of complex pairs \((\lambda, \mu)\) for which the operator pair \((S - \lambda I, T - \mu I)\) fails to be Taylor non singular [T].

1. **Definition** We shall call the pair \((S, T)\) of linear operators on the vector space \( X \) left non singular if
\[
S^{-1}(0) \cap T^{-1}(0) = O \equiv \{0\},
\]
right non singular if
\[
S(X) + T(X) = X,
\]
and middle non singular if
\[
(-S \ T)^{-1}(0) \subseteq \begin{pmatrix} T \\ S \end{pmatrix} X.
\]
Hence, \((S, T)\) is left non singular, right non singular and middle non singular if and only if \((\delta_0)^{-1}(0) = \{0\}, \delta_0(X \oplus X) = X\) and \(\delta_0(X) = \delta_1^{-1}(0)\), respectively.

Sufficient for all three conditions is that there exist \((U, V)\) for which
\[
\{U, V\} \subseteq \text{comm}(S, T) \text{ and } VS - TU = I ,
\] (1.4)
where \(\text{comm}(S, T)\) denotes the set of all operators which commute with \(S\) and \(T\). Sufficient for (1.4) is that
\[
\{S, T, U, V\} \text{ is commutative and } VS - TU = I ,
\] (1.5)
in which case also for each \(n \in \mathbb{N}\) there are \(U_n, V_n\) for which
\[
\{U_n, V_n\} \subseteq \text{comm}(S, T) \text{ and } V_nS^n - T^nU_n = I .
\] (1.6)
These definitions make sense for linear operators on vector spaces, in particular bounded operators on Banach spaces, whether or not they are commutative in the sense (0.1). For bounded operators \(S, T\) of course the operators \(U, V\) are understood to be bounded. The following ([H3] Theorem 4) was essentially shown by Manuel Gonzalez [G]:

2. **Theorem** Necessary and sufficient for the middle non singularity of \((S, T)\) are the following three conditions:
\[
S^{-1}(0) \subseteq T S^{-1}(0) ;
\] (2.1)
\[
T^{-1}(0) \subseteq S T^{-1}(0) ;
\] (2.2)
\[
S(X) \cap T(X) \subseteq (ST)(TS - ST)^{-1}(0) .
\] (2.3)
It then follows
\[
(ST)^{-1}(0) + (TS)^{-1}(0) \subseteq S^{-1}(0) + T^{-1}(0) .
\] (2.4)

Spectral mapping theorems for “ascent” and “descent” follow:

3. **Theorem** If \((S, T)\) is a commuting pair and middle non singular then
\[
S^{-1}(0) \cap S(X) + T^{-1}(0) \cap T(X) = (ST)^{-1}(0) \cap (ST)(X) ;
\] (3.1)
\[
(ST)^{-1}(0) + ST(X) = (S^{-1}(0) + S(X)) \cap (T^{-1}(0) + (T)(X)) .
\] (3.2)

**Proof of (3.1).** Let \(x \in S^{-1}(0) \cap (S)(X)\). Hence \(Sx = 0\) and \(x = Sx_1\) for some \(x_1\). Since \(-Sx + T0 = 0\), by middle non singular there exists \(x_1\) such that \(x = Tx_2\) and \(0 = Sx_2\). Hence \(-Sx_1 + Tx_2 = 0\). By middle non singular there exists \(z\) such that \(x_1 = Tz\) and \(x_2 = Sz\). Therefore, \(x = Tx_2 = TSz\) and \(x \in (ST)(X)\). Moreover, \(Sx = STx_2 = TSx_2 = 0\) and \(x \in (ST)^{-1}(0)\).

Similarly, if \(y \in T^{-1}(0) \cap T(X)\), it holds \(y \in (ST)^{-1}(0) \cap (ST)(X)\).

Conversely let \(x \in (ST)^{-1}(0) \cap (ST)(X)\). Since \(S(Tx) = 0\), by \(-S(Tx) + T0 = 0\) there exists \(y\) such that \(Tx = Ty\) and \(Sy = 0\). Since \(T(x - y) = 0\), by \(-S0 + T(x - y) = 0\) there exists \(z\) such that \(Tz = 0\) and \(x - y = Sz\). Hence \(x = y + Sz\).

Since \(x = (ST)w\) for some \(w\), \(y = x - Sx = S(Tw - z) \in S(X)\). Therefore
Proof of (4.1) and (4.2) follows directly from (3.1) and (3.2), respectively. Since $S^{-1}(0) \cap S(X)$. It is clear $Sx \in T^{-1}(0)$ and $Sy = 0$, by $-Sy + T0 = 0$ there exists $u$ such that $y = Tu$ and $Su = 0$. Hence $Sx \in T^{-1}(0) \cap T(X)$. Therefore $x = y + Sx \in S^{-1}(0) \cap S(X) + T^{-1}(0) \cap T(X)$.

Proof of (3.2). Let $x \in (ST)^{-1}(0)$ and $y \in (ST)(X)$. Hence $STx = 0$ and $y = STz$. Since $S(Tx) = 0$, by $-S(Tx) + T0 = 0$, $Tx = Tw$ and $0 = Sw$ for some $w$. By $-S0 + T(x - w) = 0$, $0 = Tu$ and $x - w = Su$ for some $u$. Hence $x = w + Su$ and $x + y = w + S(u + Tz) \in S^{-1}(0) + S(X)$.

Next since $T(Sx) = 0$, by $-S0 + T(Sx) = 0$ there exists $w_1$ such that $0 = Tw_1$ and $Sx = Sw_1$. By $S(x - w_1) = 0$, by $-S(x - w_1) + T0 = 0$ there exists $u_1$ such that $x - w_1 = Tu_1$ and $0 = Su_1$. Hence by $x = w_1 + Tu_1$ it holds $x + y = w_1 + T(u_1 + Sx) \in S^{-1}(0) + T(X)$.

Conversely let $x \in (S^{-1}(0) + S(X)) \cap (T^{-1}(0) + T(X))$. Hence $x = x_1 + Sx_2 = y_1 + Ty_2$ for some $x_1, x_2, y_1, y_2$ such that $Sx_1 = Ty_1 = 0$. By (2.1) and (2.2) there exist $z, w$ such that $x_1 = Tz, y_1 = Sw$ and $Sx = Tw = 0$. Hence

$$x = Tz + Sx_2 = Sw + Ty_2.$$  

By $-S(w - x_2) + T(z - y_2) = 0$, $w - x_2 = Tu$ and $z - y_2 = Su$ for some $u$. Since $x_2 = w - Tu$,

$$x = Tz + Sx_2 = (Tz + Sw) - STu.$$  

Since $ST(Tz + Sw) = T^2Sx + S^2Tw = 0$, $Tz + Sw \in (ST)^{-1}(0)$ and hence $x \in (ST)^{-1}(0) + (ST)(X)$.

4. Corollary Under the assumption of Theorem 3, then

$$S^{-1}(0) \cap S(X) = O = T^{-1}(0) \cap T(X) \iff (ST)^{-1}(0) \cap (TS)(X) = O; \quad (4.1)$$

$$S^{-1}(0) + S(X) = X = T^{-1}(0) + T(X) \iff (ST)^{-1}(0) + (ST)(X) = X. \quad (4.2)$$

Moreover it holds

$$(T(S^{-1}(0)) + S(X)) \cap (S(T^{-1}(0)) + T(X)) \quad (4.3)$$

$$= S(T^{-1}(0)) + T(S^{-1}(0)) + (ST)(X) \cap (TS)(X).$$

(4.1) and (4.2) follows directly from (3.1) and (3.2), respectively.

Proof of (4.3). Let $x \in (T(S^{-1}(0)) + S(X)) \cap (S(T^{-1}(0)) + T(X))$. Then there exist $y_1 \in S^{-1}(0), y_2 \in T^{-1}(0), z_1, z_2 \in X$ such that

$$x = Ty_1 + Sz_1 = Sy_2 + Tz_2.$$  

Hence $-S(z_1 - y_2) + T(z_2 - y_1) = 0$. By middle non singular there exists $w \in X$ such that $z_1 - y_2 = Tw$ and $z_2 - y_1 = Sw$. Therefore $x = Ty_1 + Sy_2 + Stw = Sy_2 + Ty_1 + Tsw$ and

$$x \in S(T^{-1}(0)) + T(S^{-1}(0)) + (ST)(X) \cap (TS)(X).$$
Conversely if \( x \in S(T^{-1}(0)) + T(S^{-1}(0)) + (ST)(X) \cap (TS)(X) \) then there exist \( y \in T^{-1}(0), z \in S^{-1}(0), w_1, w_2 \in X \) such that
\[
x = Sy + Tz + STw_1 = Sy + Tz + TSw_2.
\]
Hence \( x = Tz + S(y + Tw_1) = S(y + Tsw_2) \) and \( x \in (T(S^{-1}(0)) + S(X)) \cap (S(T^{-1}(0)) + T(X)) \).

The conditions in (4.1) say that the operators \( S, T \) and then \( ST \) are of ascent \( \leq 1 \), and the conditions in (4.2) that they are of descent \( \leq 1 \). Theorem 3 therefore says that ascent \( \leq 1 \), and descent \( \leq 1 \), are “Müller regularities” [Mü]. If an operator \( T^k \) has ascent, or descent, \( \leq 1 \), then the operator \( T \) has ascent, or descent, \( \leq k \). Thus if (1.6) holds then the implications (4.1) and (4.2) hold for all powers \( S^n \) and \( T^n \), and hence each of “finite ascent” and “finite descent” are Müller regularities.

To establish “local” analogues we need to replace ranges of operators by couer analytique and, on the way to that, couer algébrique:

5. **Definition** The couer algébrique of a linear operator \( T : X \to X \) is
\[
T^{\varphi}(X) = \bigcup \{ Y \subseteq X : Y = T(Y) \}, \quad (5.1)
\]
the largest invariant subspace to which the restriction of the operator is onto.

Concretely it can be realized in terms of sequences \( \xi = \{ \xi_n \}_{n=0}^{\infty} \in X^\infty \), with the first infinite ordinal
\[
\infty = N_\star = N \cup \{ 0 \}, \quad (5.2)
\]
in the form
\[
T^{\varphi}(X) = \{ \xi_0 : \xi = \{ \xi_n \}_{n=0}^{\infty} \in X^\infty, \ \xi_n = T(\xi_{n+1})(\forall n \in \infty) \}. \quad (5.3)
\]
For the simplicity we denote \( \xi = \{ \xi_n \}_{n=0}^{\infty} \) by \( \xi \). If we think of the sequences as belonging to a tensor product
\[
X^\infty = X \otimes C^\infty \quad (5.4)
\]
then we can write
\[
T^{\varphi}(X) = \{ \xi_0 \in X : \xi \in (I \otimes 1 - T \otimes v)^{-1}(0) \subseteq X^\infty \}, \quad (5.5)
\]
where
\[
v : (\lambda_0, \lambda_1, \lambda_2 \ldots) \mapsto (\lambda_1, \lambda_2, \lambda_3 \ldots) : C^\infty \to C^\infty
\]
is the backward unilateral shift; then also with
\[
u : (\lambda_0, \lambda_1, \lambda_2 \ldots) \mapsto (0, \lambda_0, \lambda_1 \ldots) : C^\infty \to C^\infty
\]
the forward shift we find ([H6] Theorem 10)
\[
T^{-1}(0) \cap T^{\varphi}(X) = \{ \xi_0 \in X : \xi \in (I \otimes u - T \otimes 1)^{-1}(0) \subseteq X^\infty \}. \quad (5.6)
\]
Another characterization ([CHM] Theorem 2) is that $T^\varphi(X) = T^\alpha(X)$ whenever
\[
dim(X) \leq |\alpha|
\] (5.7)
the ordinal $\alpha$ has cardinal greater than the Hamel dimension of the linear space $X$. To extend Theorem 3 we must first extend Theorem 2:

6. **Theorem** If $(S, T)$ is middle non singular then
\[
S^{-1}(0) \subseteq T^\varphi S^{-1}(0) \subseteq T^\varphi(X),
\] (6.1)
\[
T^{-1}(0) \subseteq S^\varphi T^{-1}(0) \subseteq S^\varphi(X).
\] (6.2)

Proofs of (6.1) and (6.2) are easy. Because let $x \in S^{-1}(0)$. Then since $Sx = 0$, by middle non singular there exists $x_1$ such that $x = Tx_1$ and $Sx_1 = 0$.

Since $Sx_1 = 0$, repeating this there exist $x_n$ such that $x_n = Tx_{n+1}$ and $Sx_n = 0$. Hence $x \in T^\varphi S^{-1}(0)$. Similarly, (6.2) follows.

7. **Theorem** If there exist $U_n, V_n$ such that $\{S, T, U_n, V_n\}_{n=1}^\infty$ are commutative and $V_1S - U_1T = I$, $SV_1V_1 = V_1$, $TU_1U_1 = U_1$, $SV_{n+1}V_1 = V_nV_1$, $TU_{n+1}U_1 = U_nU_1$ then
\[
S^\varphi(X) \cap T^\varphi(X) \subset (ST)^\varphi(X).
\]

Proof. Let $w \in S^\varphi(X) \cap T^\varphi(X)$. Then there exist sequences $\{x_n\}, \{y_n\}$ such that
\[
w = Sx_0 = Ty_0, \quad x_n = Sx_{n+1}, \quad y_n = Ty_{n+1}, \quad \forall n \in \infty.
\]

Let $z_0 = V_1y_0 - U_1x_0$ and $z_n = V_nV_1y_n - U_nU_1x_n$ for $n \geq 1$. Then $(ST)z_0 = w$ is clear,
\[
(ST)z_1 = SV_1V_1Ty_1 - TU_1U_1Sx_1 = V_1y_0 - U_1x_0 = z_0
\]
and
\[
(ST)z_{n+1} = (SV_{n+1}V_1)Ty_{n+1} - (TU_{n+1}U_1)Sx_{n+1} = V_nV_1y_n - U_nU_1x_n = z_n.
\]

Hence $w \in (ST)^\varphi(X)$. •

The analogue of Theorem 3 with courer algébrique in place of ranges now follows, arguing as for Theorem 3.

Local spectral theory begins with the courer analytique or **holomorphic range**:

8. **Definition** The holomorphic range of $T \in B(X)$ is the set of $x \in X$ for which there is $f \in \text{Holo}(0, X)$ for which
\[
(T - zI)f(z) \equiv x.
\] (8.1)

The holomorphic kernel is the set of $x \in X$ for which there is $g \in \text{Holo}(0, X)$ for which
\[
x = g(0) \text{ and } (T - zI)g(z) \equiv 0.
\] (8.2)
If we write
\[ k_\infty(X) = \{ \xi \in X^\infty : \sup_n \|\xi_n\|^{1/n} < \infty \}, \]
then we can realize the holomorphic range as the space
\[ T^\omega(X) = \{ x \in X : \exists \xi \in k_\infty(X) : \xi_0 = x, \xi_n = T(\xi_{n+1})(\forall n \in \infty) \} \subseteq T^\omega(X) \]
and the holomorphic kernel ([H6] Theorem 9) as the intersection
\[ T^{-1}(0) \cap T^\omega(X). \]
In contrast to the set \( \Xi(X) \) of [H6], \( k_\infty(X) \) here is a linear subspace of the sequence space \( X^\infty \), and indeed a Banach space in its own right:
\[ c_0(X) \subseteq k_\infty(X) \subseteq \ell_\infty(X). \]
For an alternative version of the coeur algébrique we could replace the holomorphic functions of Definition 8 by formal power series. If we declare \( T \in B(X) \) to be holomorphically one one whenever
\[ T^{-1}(0) \cap T^\omega(X) = \{ 0 \}, \]
then ([H6] Theorem 10)
\[ T \text{ holomorphically one one} \iff T \text{ has SVEP at } 0 \in \mathbb{C}. \]}

Note [H7] the cosmetic misprint in the statement in [H6].

Theorem 2 and Theorem 3 also (cf [Mü] Lemma 14.1) hold with holomorphic ranges in place of ranges: the analogue of Theorem 2 follows easily from Theorem 6. When \( S \) and \( T \) commute then the inclusions (2.1) and (2.2) become equalities and the open mapping theorem comes into play:

9. Theorem If there exist \( U_n, V_n \) such that \( \{S, T, U_n, V_n\}_{n=1}^\infty \) are commutative and \( V_nS - U_nT = I, SV_1V_1 = V_1, TU_1U_1 = U_1, SV_{n+1}V_1 = V_nV_1, TU_{n+1}U_1 = U_nU_1 \) then
\[ (S^{-1}(0) \cap S^\omega(X)) + (T^{-1}(0) \cap T^\omega(X)) = (ST)^{-1}(0) \cap (ST)^\omega(X) \] and
\[ (ST)^{-1}(0) + (ST)^\omega(X) = (S^{-1}(0) + S^\omega(X)) \cap (T^{-1}(0) + T^\omega(X)) . \]

Proof. Theorem 2 with holomorphic ranges in place of ranges says
\[ S^{-1}(0) \subseteq T^\omega(X) ; T^{-1}(0) \subseteq S^\omega(X) ; S^\omega(X) \cap T^\omega(X) \subseteq (ST)^\omega(X) , \]
together with of course (2.4); now go again to the argument of Theorem 3. Therefore (9.1) and (9.2) hold. •

The spectral mapping theorem for the SVEP spectrum is given by Müller ([Mü] Theorem 14.6, Corollary 14.7), Aiena ([A] Theorem 2.39; [AMG] Theorem 5), Laursen and Neumann ([LM] Theorem 3.36) and Colojoara and Foias ([CF] Theorems 1.5, 1.6). Theorem 9 tells us, proving Theorem 11 of [H6],
that operators which are holomorphically one one constitute a Müller regularity. For a corresponding notion of holomorphically bounded below we might consider the operators which “have Property (β) at t0 ∈ C”, or alternatively [H7] operators T ∈ B(X) whose enlargements Q(T) ∈ B(ℓ_∞(X)/c_0(X)) are holomorphically one one. A third alternative would be operators T ∈ B(X) for which, in the notation of (5.6), there is k > 0 for which, for arbitrary ξ ∈ k_∞(X),
\[ \|ξ_0\| \leq k\|(I \otimes u - T \otimes 1)(ξ)\| . \]

Theorem 9 also tells us that local spectrum comes from a Müller regularity, where it is traditional to write, for x ∈ X,
\[ \lambda \not\in \sigma_T(x) \iff x \in (T - \lambda I)\omega(X) . \]
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